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新年快乐！身体健康，⼯作顺利，⼀帆⻛顺，万事如意
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Source: https://medium.com/syncedreview/2019-in-review-10-brilliant-ai-apps-60d690976ccb

The app uses AI-powered speech recognition to 
automatically transcribe recordings of lectures, 
meetings, interviews, etc.

A tap of the finger on a touchscreen image produces audio descriptions of 
objects in the image and the spatial relationship between them.

evacuation app for smartphones designed to help 
vulnerable individuals make informed and timely 
evacuation decisions in case of fire or flood

Predicting near-term crop yields for farmers in Africa could 
help protect popular crops from threats posed for example 
by climate change.

2019 in Review: 10 Brilliant AI Apps

https://medium.com/syncedreview/2019-in-review-10-brilliant-ai-apps-60d690976ccb
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Image source: https://me.me/i/learn-how-to-see-realize-that-
everything-connects-to-
everything-8d07da5f06654b1eacd8c0459a886149

In today's lecture, we will ...
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1/5 -- Artificial neurons: the Perceptron


2/5 -- Multilayer perceptrons


3/5 -- Deep learning


4/5 -- DL literature and resources


5/5 -- Current trends

Overview
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1/5 -- Artificial neurons: the Perceptron


2/5 -- Multilayer perceptrons


3/5 -- Deep learning


4/5 -- DL literature


5/5 -- Current trends

The Perceptron
(Will be covered in greater detail next lecture)
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Neural Networks and Deep Learning -- A Timeline

McCulloch & Pitt's neuron model (1943)

Warren McCulloch Walter Pitts

Image Source: https://www.i-programmer.info/babbages-bag/325-mcculloch-pitts-neural-networks.html

McCulloch, W. S., & Pitts, W. (1943). A logical calculus of the ideas immanent in nervous activity. The Bulletin of Mathematical Biophysics, 5(4), 115-133.

Mathematical formulation of a 
biological neuron,

could solve AND, OR, NOT 
problems
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Frank Rosenblatt's Perceptron (1957)

Hebb, D. O. (1949). The organization of behavior. A neuropsychological theory.

McCulloch, W. S., & Pitts, W. (1943). A logical calculus of the ideas immanent in nervous activity. The 
bulletin of mathematical biophysics, 5(4), 115-133.

Inspired by

A learning algorithm for the neuron model

Image source:  
https://en.wikipedia.org/wiki/
Perceptron#/media/
File:Mark_I_perceptron.jpeg

Rosenblatt, F. (1957). The perceptron, a perceiving and recognizing automaton Project Para. Cornell Aeronautical Laboratory.

Neural Networks and Deep Learning -- A Timeline
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Widrow and Hoff's ADALINE (1960)
A nicely differentiable neuron model 

Widrow, B., & Hoff, M. E. (1960). Adaptive switching circuits (No. TR-1553-1). Stanford Univ Ca Stanford Electronics Labs.

Widrow, B. (1960). Adaptive" adaline" Neuron Using Chemical" memistors.".

Image source: https://www.researchgate.net/profile/Alexander_Magoun2/
publication/265789430/figure/fig2/AS:392335251787780@1470551421849/
ADALINE-An-adaptive-linear-neuron-Manually-adapted-synapses-Designed-
and-built-by-Ted.png

Neural Networks and Deep Learning -- A Timeline



Sebastian Raschka           STAT 453: Intro to Deep Learning             SS 2020 10

Widrow and Hoff's ADALINE (1960)
A nicely differentiable neuron model 
Widrow, B., & Hoff, M. E. (1960). Adaptive switching circuits (No. TR-1553-1). Stanford Univ Ca Stanford Electronics Labs.

Widrow, B. (1960). Adaptive" adaline" Neuron Using Chemical" memistors.".

A "single layer neural network"

Does the figure below remind you of  
something you know from other  

statistics classes?

[����]

Chapter 2

While the linear activation function is used for learning the weights, we still use 
D�WKUHVKROG�IXQFWLRQ�WR�PDNH�WKH�ÀQDO�SUHGLFWLRQ��ZKLFK�LV�VLPLODU�WR�the unit step 
function that we covered earlier. 

The main differences between the perceptron and Adaline algorithm are highlighted 
LQ�WKH�IROORZLQJ�ÀJXUH�

As the illustration indicates, the Adaline algorithm compares the true class labels 
with the linear activation function's continuous valued output to compute the model 
error and update the weights. In contrast, the perceptron compares the true class 
labels to the predicted class labels.

0LQLPL]LQJ�FRVW�IXQFWLRQV�ZLWK�JUDGLHQW�
descent
One of the key LQJUHGLHQWV�RI�VXSHUYLVHG�PDFKLQH�OHDUQLQJ�DOJRULWKPV�LV�D�GHÀQHG�
objective function that is to be optimized during the learning process. This objective 
function is often a cost function that we want to minimize. In the case of Adaline, 
ZH�FDQ�GHÀQH�WKH�FRVW�IXQFWLRQ��J, to learn the weights as the sum of squared 
errors (SSE) between the calculated outcome and the true class label:

ሻ࢝ሺܬ ൌ �
ͳ
ʹ
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Image source: https://www.researchgate.net/profile/Alexander_Magoun2/
publication/265789430/figure/fig2/AS:392335251787780@1470551421849/
ADALINE-An-adaptive-linear-neuron-Manually-adapted-synapses-Designed-and-
built-by-Ted.png

Source: Raschka and Mirjalily (2019). Python Machine Learning, 3rd Edition
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Neural Networks and Deep Learning -- A Timeline

-
- - +

+ +

+ + - -- -

Minsky and Pappert (1969): "Perceptrons" book

=> Problem: Perceptrons (and ADALINEs) could not solve XOR problems!

=> Neurons, a dead end? Start of the first "AI Winter"
Minsky, M. L., & Papert, S. A. (1969). Perceptrons: an introduction to computational geometry. MA: MIT Press, Cambridge.
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1/5 -- Artificial neurons: the Perceptron


2/5 -- Multilayer perceptrons


3/5 -- Deep learning


4/5 -- DL literature


5/5 -- Current trends

Training neural networks 
with multiple layers

(Lecture 09)
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• Solution to the XOR problem: hidden layers and non-linear activation 
functions


• New problem: Hard to train

• Solution: Backpropagation

http://people.idsia.ch/~juergen/who-invented-backpropagation.html

Note that backpropagation has been independently 
formulated many times ...

Rumelhart and Hinton (1986) formulated it independently and then 
showed that it really works (and formed the basis of all consequent 
neural network and DL progress):
Rumelhart, D. E., Hinton, G. E., & Williams, R. J. (1986). Learning representations by back-propagating errors. Nature, 323(6088), 533.

Hornik, K., Stinchcombe, M., & White, H. (1989). Multilayer feedforward networks are universal approximators. Neural networks, 2(5), 359-366.

Also, it was later shown that "neural nets" are universal function approximators

Neural Networks and Deep Learning -- A Timeline

http://people.idsia.ch/~juergen/who-invented-backpropagation.html
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Neural Networks and Deep Learning -- A Timeline
Rumelhart and Hinton (1986) formulated it independently and then 
showed that it really works (and formed the basis of all consequent 
neural network and DL progress):
Rumelhart, D. E., Hinton, G. E., & Williams, R. J. (1986). Learning representations by back-propagating errors. Nature, 323(6088), 533.

– Geoffrey Hinton in Talking Nets - An Oral History of Neural Networks, pg. 380
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Interview with Experts:  
Suggestions for Pleasure Reading
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Deep Learning

(Lecture 10 and onwards)

1/5 -- Artificial neurons: the Perceptron


2/5 -- Multilayer perceptrons


3/5 -- Deep learning


4/5 -- DL literature


5/5 -- Current trends

Representation learning with advanced architectures with 
many layers & algorithmic improvements for better 

computational efficiency and convergence
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Shortly after followed a breakthrough in image recognition using 
some clever enhancements to  

a) make training more efficient

b) extract local features (and better capture feature 

dependency)


by 


• Weight sharing

• Pooling

•LeCun, Y., Boser, B., Denker, J. S., Henderson, D., Howard, R. 

E., Hubbard, W., & Jackel, L. D. (1989). Backpropagation 
applied to handwritten zip code recognition. Neural computation, 
1(4), 541-551.

(the origin of Convolutional Neural Networks and MNIST)

Neural Networks and Deep Learning -- A Timeline
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Recurrent Neural Networks and Backpropagation through time

Schmidhuber, Jürgen (1993). Habilitation thesis: System modeling and optimization. 
Page 150 ff demonstrates credit assignment across the equivalent of 1,200 layers in 
an unfolded RNN.

Some time created in the 1980's based on Rumelhart's work

New problems: vanishing and exploding gradients!

Solution: LSTMs (still popular and commonly used)
Hochreiter, S., & Schmidhuber, J. (1997). Long short-term memory. Neural computation, 9(8), 1735-1780.

Neural Networks and Deep Learning -- A Timeline
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• 2nd "AI Winter" in the late 1990's and 2000's


• Probably due to popularity of  
Support Vector Machines and Random Forests


• Also, neural networks were still expensive to train, until GPUs came 
into play

(data from ~2017)
Image source: https://www.amax.com/blog/?p=907

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification with deep convolutional 
neural networks. In Advances in neural information processing systems (pp. 1097-1105).

Oh, K. S., & Jung, K. (2004). GPU implementation of neural networks. Pattern Recognition, 37(6), 1311-1314.

Neural Networks and Deep Learning -- A Timeline

https://www.amax.com/blog/?p=907


Sebastian Raschka           STAT 453: Intro to Deep Learning             SS 2020 20

(Excerpt from "Architects of Intelligence")

When did Deep Learning Become Really Popular?
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• Many enhancements where developed to make neural networks 
perform better and solve new problems

Rectified Linear Units BatchNorm

Dropout GANs

& many more

Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., & 
Salakhutdinov, R. (2014). Dropout: a simple way to prevent neural 
networks from overfitting. The Journal of Machine Learning 
Research, 15(1), 1929-1958.

Nair, V., & Hinton, G. E. (2010). Rectified linear units improve 
restricted boltzmann machines. In Proceedings of the 27th 
international conference on machine learning (ICML-10) (pp. 
807-814).

Ioffe, S., & Szegedy, C. (2015, June). Batch Normalization: 
Accelerating Deep Network Training by Reducing Internal 
Covariate Shift. In International Conference on Machine Learning 
(pp. 448-456).

Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, 
D., Ozair, S., ... & Bengio, Y. (2014). Generative adversarial nets. In 
Advances in neural information processing systems (pp. 
2672-2680).

Neural Networks and Deep Learning -- A Timeline

(All covered in this course)
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About the term "Deep Learning" ...

Representation learning is a set of methods that allows a machine to

be fed with raw data and to automatically discover the representations

needed for detection or classification. Deep-learning methods are

representation-learning methods with multiple levels of representation [...] 

-- LeCun, Y., Bengio, Y., & Hinton, G. (2015).  
   Deep learning. Nature, 521(7553), 436. 
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Evolution of Benchmark Datasets for Computer Vision

CIFAR-10/CIFAR-100 (2009) 

• 60,000 examples, 10 or 100 classes

• features: 32x32x3,

• https://www.cs.toronto.edu/~kriz/cifar.html


MNIST (1998) 

• 60,000 examples, 10 classes

• features: 28x28x1

• http://yann.lecun.com/exdb/mnist/

ImageNet (~2010) 

• ~14 million images

• features: full resolution

• http://www.image-net.org


http://yann.lecun.com/exdb/mnist/
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Deep Learning Literature

(Lecture 10 and onwards)

1/5 -- Artificial neurons: the Perceptron


2/5 -- Multilayer perceptrons


3/5 -- Deep learning


4/5 -- DL literature


5/5 -- Current trends

Deep learning is a fast moving field: How to stay up to date with current trends
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Publishing Culture

In contrast to most other fields: 

•Mostly Open Access

•Mostly Conferences (double-blind peer review, 

competitive ~25% acceptance rate)

•Usually preprints online
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Source: http://www.guide2research.com/topconf/machine-learning
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http://www.jmlr.org

https://www.jair.org/
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https://www.nature.com/natmachintell/volumes/2/issues/1

https://www.nature.com/natmachintell/volumes/2/issues/1
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Most ML/DL papers are also 
available as preprints

https://arxiv.org

(careful & critical though, note that not all preprints were later peer-reviewed / were accepted for publication)

• The "computer science -- machine learning (cs.LG)" category that is currently 
moderated by Tom Dietterich, Luis Lamb, and me receives 
~150 new submissions (papers) each day

https://arxiv.org
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http://www.arxiv-sanity.com

Nice Preprint Recommender System 
by Andrej Karpathy

http://www.arxiv-sanity.com
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https://scholar.google.com

https://scholar.google.com
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Newsletters and Podcasts

https://www.deeplearning.ai/thebatch

https://us13.campaign-archive.comImport AI Newsletter

Artificial Intelligence: AI Podcast by Lex Fridman
https://lexfridman.com/ai/

by Andrew Ng

by Jack Clark

https://www.deeplearning.ai/thebatch
https://us13.campaign-archive.com
https://lexfridman.com/ai/
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Current Trends

1/5 -- Artificial neurons: the Perceptron


2/5 -- Multilayer perceptrons


3/5 -- Deep learning


4/5 -- DL literature


5/5 -- Current trends
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• Applications across fields and in industry


• Engineering new tricks


• Developing specialized hardware


• Developing theory and understanding

Current Trends and Research Directions
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Applications

https://www.theverge.com/tldr/2017/5/14/15639784/hbo-
silicon-valley-not-hotdog-app-download

https://www.nature.com/articles/nature21056.epdf

https://ai.googleblog.com/2015/07/how-google-translate-squeezes-deep.html

. . . 
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https://arstechnica.com/gadgets/2018/07/the-ai-
revolution-has-spawned-a-new-chips-arms-race/

Developing Specialized Hardware

https://developer.arm.com/products/processors/machine-learning/arm-ml-processor https://www.reuters.com/article/us-amazon-com-nvidia/
amazon-launches-machine-learning-chip-taking-on-
nvidia-intel-idUSKCN1NX2PY

https://www.marketwatch.com/story/new-nvidia-chip-
extends-the-companys-lead-in-graphics-artificial-
intelligence-2018-08-14
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Engineering New Tricks

https://arxiv.org/pdf/1707.09605.pdf

https://arxiv.org/pdf/1506.01186.pdf

https://arxiv.org/pdf/1803.08494.pdf

. . . 
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Developing Theory and Understanding

. . . 



Sebastian Raschka           STAT 453: Intro to Deep Learning             SS 2020 40

Some of The  
Currently "Hot" Research Topics

Semi-supervised learning 
(Self-supervised learning and computer vision by Jeremy 
Howard; https://www.fast.ai/2020/01/13/self_supervised/) 

Graph neural networks 
(A gentle introduction to graph neural networks by Huang 
Kung-Hsiang https://towardsdatascience.com/a-gentle-
introduction-to-graph-neural-network-basics-deepwalk-
and-graphsage-db5d540d50b3) 

Bias & Fairness 
(A tutorial on fairness in machine learning by Ziyuan Zhong, 
https://towardsdatascience.com/a-tutorial-on-fairness-in-
machine-learning-3ff8ba1040cb) 
...

https://www.fast.ai/2020/01/13/self_supervised/
https://towardsdatascience.com/a-gentle-introduction-to-graph-neural-network-basics-deepwalk-and-graphsage-db5d540d50b3
https://towardsdatascience.com/a-gentle-introduction-to-graph-neural-network-basics-deepwalk-and-graphsage-db5d540d50b3
https://towardsdatascience.com/a-gentle-introduction-to-graph-neural-network-basics-deepwalk-and-graphsage-db5d540d50b3
https://towardsdatascience.com/a-tutorial-on-fairness-in-machine-learning-3ff8ba1040cb
https://towardsdatascience.com/a-tutorial-on-fairness-in-machine-learning-3ff8ba1040cb
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Reading Material For This Lecture

• https://www.nature.com/articles/nature14539 
• or http://www.csri.utoronto.ca/~hinton/absps/NatureDeepReview.pdf 

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.

https://www.nature.com/articles/nature14539
http://www.csri.utoronto.ca/~hinton/absps/NatureDeepReview.pdf
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Downloading research papers on 
and off campus
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Important: Homework for next lecture (ungraded)

As preparation for next lecture

1) 

• Installing and using Python:  
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/03_python/
03_python_notes.pdf


2) 

• Scientific Python and NumPy:  
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/04_scipython/
04_scipython_notes.pdf


• or (better), download & run the interactive Jupyter Notebook version: 
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/04_scipython/
04_scipython_notes.ipynb


https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/03_python/03_python_notes.pdf
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/03_python/03_python_notes.pdf
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/04_scipython/04_scipython_notes.pdf
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/04_scipython/04_scipython_notes.pdf
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/04_scipython/04_scipython_notes.ipynb
https://github.com/rasbt/stat479-machine-learning-fs18/blob/master/04_scipython/04_scipython_notes.ipynb
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Next Lecture: 
The Perceptron


